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Abstract—This paper investigates a system formed by N
sources, each of them sending status updates of a process of
interest though a multi-server queue. Taking into consideration
the mutual correlation across different sources, we propose an
innovative model in which this correlation was embodied as an
additional, virtual information source. Assuming that replication
of packets to multiple servers is allowed, we present a policy to
reduce the sum age of information (AoI) of these N sources. Our
numerical results demonstrate the superiority of proposed policy
when compared to the popular Last-Generate First-Serve policy.

Index Terms—Age of Information, Scheduling policy, Corre-
lated sources.

I. INTRODUCTION

A. Introduction & Related works

The concept of Age of Information (AoI) was first intro-
duced in 2011 in [1] to specify the freshness of knowledge
obtained by a monitor about the status of a far-off source.
Concretely, AoI is the time elapsed since the generation of the
last successfully received message containing update informa-
tion about the source of interest. When the monitor’s most
recently received update at time t has timestamp N(t), i.e.,
the update is generated at time instant N(t), the status update
age, or simply the age, is defined as ∆(t) = t−N(t). The vast
attention AoI has been enjoying is due to two factors. The first
is the novelty provided by this new metric in characterizing the
timeliness (or staleness) of information versus, for example,
delay or throughput [2]. Second, the importance and need of
characterizing the freshness of such information is paramount
in a wide range of modern-day applications such as self-
driving car or remote surgery. So far, the AoI has been studied
and examined under a variety of systems, as a concept, a
performance metric, and a tool [3].

Novel developments in communication technologies and the
rise of connected devices led to the advent of various Internet
of Things (IoT) systems where timely information updating
is critical [4]. These systems often consist of multiple IoT
devices, which need to transmit timely updates bringing infor-
mation of a common underlying physical process to a shared
destination [5]. Since these devices belong to a temporal and/or
geographical proximity, their updates could be correlated in the
sense that they are all associated with one common physical
process. Recently, there has been several works investigating
the AoI in systems of correlated sources/information/devices

that we discuss next. In [6], authors investigate the use of
correlated sources, i.e., sensing devices that transmit to a
gateway periodic updates of an observed process and deter-
mine the optimal update strategy to improve data timeliness.
It is shown that there is an optimal waiting time before
updating such that estimation error at the gateway is lowest.
Leveraging the correlation between sources, researchers in [7]
consider the sensors’ ability to decide to send, at each time,
either actual information or differential information based
on the receiver’s feedback. Using this generalized scheme,
the timeliness gains for some theoretical example sources
are examined. Motivated by more practical systems such as
wireless camera networks, the authors in [8] consider a system
consisting of wireless camera nodes with overlapping fields of
view. The joint optimization of processing node assignment
and camera transmission scheduling is proposed to minimize
the maximum peak AoI. Under some widely-used interference
models, the formulated age minimization problem is proved
to be NP-hard where a decomposition solution is proposed to
solve the optimization problem efficiently. In [9], the authors
study average AoI in a system where physical sources generate
discrete-time, independent updates that are each observed by
several sensors. Exploiting the common sensor information,
two scheduling policies are proposed to minimize the AoI:
one in which the system parameters are assumed known, the
other one in which they are learned. Taking a look on a real-
world IoT scenario, the authors in [4] propose an application-
oriented scheduling to optimize data freshness in the presence
of correlated information sources by formulating a Markov
Decision Process (MDP) problem.

B. Contributions

In this work, we consider a system with N sources, each
of them sending status updates of an underlying process
through a transmission channel of multiple servers with packet
replication capability. Considering the widely-used age metric
that is sum AoI of all sources, we present a policy to further
reduce this age penalty function at the monitor. Our work
differs from [10] since we do not assume that the sources
need to be synchronized. In the special case of single source,
our proposed policy becomes the preemptive Last-Generate
First-Serve with replication (from hereon, denoted as Prmp-
LGFS-R) policy analyzed in [11], and when there are multiple
but synchronized sources, it becomes the Maximum Age First,



Last-Generate First-Serve (MAF-LGFS) policy discussed in
[10]. We also consider the correlation between sources such
that for each packet from a given source, there is a prob-
ability pc that this packet also brings update information
about all other sources. This model includes as a special
case the case of uncorrelated sources, simply by setting the
correlation probability to 0. With this in mind, we explore
numerically the performance improvement of the proposed
policy when compared to the well-known Last-Generate First-
Serve (LGFS) policy. To the best of our knowledge, this is
the first paper to examine the AoI in the broad setting of
multi-source multi-server system that proposes a policy which
numerically outperforms the widely-investigated LGFS.

C. Organization of the article

The rest of this paper is structured as follows. We present the
system model and the considered age penalty function Section
II. Section III then introduces the modified system model
based on which we proposed a policy. Simulation results to
demonstrate the performance of introduced policy are given
in Section IV. Finally, we provide the main conclusions of the
article in Section V.

II. MODEL DESCRIPTION

A. Notation

We study a system where N processes of interest must
be observed by a monitor through one common transmission
channel formed of 1 queue with infinite buffer and m servers.
Each process is captured by an information source that sends
its status updates to the common queue from time to time,
which will forward these updates to the available servers. We
will use the term source and flow interchangeably and denote
λj as the arrival rate of source/flow j, j ∈ {1, 2, . . . , N}.
Moreover, we assume that the inter-arrival times between
packets from the same sources and between different sources
are i.i.d. distributed and λ1 = λ2 = · · · = λN = λ. These
information flows are not independent but assumed to be
correlated. Concretely, for each packet from any source, there
is a correlation probability pc that this packet also brings
update information about all other sources. This assumption
also includes the case of independents sources as a special case
in which pc = 0. Note that under this assumption, for each
flow j, j ∈ {1, 2, . . . N}, the age of flow j at the monitor can
be updated by packets from source j itself (with probability 1)
or by packets from other sources (with probability pc). System
model is depicted in Figure 1.

The packet service times are i.i.d. across servers and the
packets assigned to the same server, and are independent of
the packet generation and arrival events. We remark that in our
model packets may arrive at the buffer out of order of their
generation times, i.e., packets generated earlier may arrive at
the buffer later.

We assume that one packet can be replicated to several
servers and the first replica/copy to complete service is con-
sidered as the valid execution of the packet. After that, the
remaining replicas of this packet are dropped immediately to

Fig. 1. Different sources send status updates to a common monitor via a
shared queue. These sources are correlated with correlation probability pc.

free the servers. The maximum replication degree is denoted
by r (1 ≤ r ≤ m) and it is the maximum number of servers
that a packet can be replicated to. Moreover, we assume that
preemption is allowed, i.e., any server may stop serving a
packet currently under service and switch to process another.

We denote by A(t) the vector tracking generation times of
all the packets currently in the queue at time t and by B(t) the
vector containing generation times of all the packets that have
arrived at the monitor before time t. A policy P = P (t) =
P (A(t),B(t)) determines which packet is served at time t,
i.e.,

P (t) = P (A(t),B(t)) :
[
A(t),B(t)

]
7−→ a packet p to serve.

Let P denotes the set of causal, deterministic policies in which
the scheduling decisions are made based on the history and
current states of the system. We define Pr as the set of all
policies in P when the maximum replication degree is r.
Hence, it follows by definition that:

P1 ⊂ P2 ⊂ · · · ⊂ Pm.

B. Problem Formulation

At each time t, denote b1(t) as the generation time of
the packet having largest generation time (i.e., the freshest)
of all the packets bringing information about the process of
interest of source 1 (b1(t) = 0 if none of the packets bringing
information about source 1 has arrived at the Monitor by time
t). At time t, the AoI of source 1 is

∆1(t) = t− b1(t).

Likewise, we define b2(t), . . . , bN (t) and ∆2(t), . . . ,∆N (t).
Let

b(t) = [b1(t), b2(t), . . . , bN (t)]

be the generation time vector of freshest packets at the monitor
of N processes of interest. In this article, we are interested in
reducing the instantaneous sum of AoI of all the processes of
interest and, thus, we define the following age penalty function

∆(t) =

N∑
i=1

∆i(t)



Therefore, for a given replication degree r, we aim to find
a scheduling policy that alleviates ∆(t). Taking into account
that:

∆(t) =

N∑
i=1

∆i(t)

= Nt−
N∑
i=1

bi(t)

= Nt− S(t),

where

S(t) =

N∑
i=1

bi(t)

is the sum of generation times of all N sources at the monitor,
the above minimization problem is equivalent to maximize

S(t) =

N∑
i=1

bi(t).

In the next section, we present the policy to address the
problem above and in Section IV we compare its performance
with another policy.

Remark 1. We would like to remark that the results presented
in this article can be generalized to an age-penalty function
that consists of a linear combination of the AoI of all the
processes of interest,

N∑
i=1

ci∆i(t),

where
∑
i ci = 1.

III. MAIN RESULTS

In this section, we present the main results of this article.
First, we propose an adjusted model in which the correlation
between sources is modelized as an additional source. Based
on this altered model, we present a policy that prioritizes the
packet with the maximum generation time increment and show
that it is an extension of other policies that have been proven
to be optimal in other settings.

A. Modified system model

In order to leverage the correlation between sources to
minimize the age penalty function at the monitor, we now
propose a slightly alternative system setting. Consider the
system model described in section II.A with N information
flows. The mentioned correlation between these sources is
now modelized as an additional, ‘virtual’ source N +1 whose
packets bring information about all other N sources. We
therefore can assume that the other N sources now become
independent, uncorrelated. If we denote λN+1 as the arrival
rate of packets from this additional source, we may have
λN+1 = pcλ. In general, since pc < 1, the arrival rate of
source N+1 is smaller than that of the first N sources. Figure
2 illustrates the modified model. Note that under this altered

Fig. 2. Modified model where N + 1 sources send their status updates to
a common monitor via a shared queue. First N sources are independent and
source N + 1 captures information about all other sources.

model, for each flow j, j ∈ {1, 2, . . . N}, packets bringing
information about this flow can only come from either source
j itself or source N + 1.

B. Description of the Proposed Policy

We now consider the preemptive Maximum Generation Time
Increment First (MGTIF) policy. The intuition behind the
policy is as follows: since we want to minimize the sum AoI
of all sources, we will prioritize whatever packet that would
cause the largest age reduction at the monitor, or equivalently,
trigger the biggest generation-time increment. Consequently,
this policy will not always pick the last generated packets in
the queue to serve.

For each packet p currently in the queue waiting to be
served, we define by tp the generation time of that packet.
Hence, we denote by u(p) the utility function of packet p and
we define it as follows:

u(p) =

S(t) + max {tp, bj(t)} − bj(t) if p is from
source j, j ≤ N∑N

i=1 max{tp, bi(t)} if p is from source N + 1
(1)

We highlight that, if packet p is from source j ≤ N ,
the term max {tp, bj(t)} − bj(t) denotes the generation time
increment about source j at the monitor when this packet p is
delivered. Consequently, S(t)+max {tp, bj(t)}−bj(t) denotes
the updated sum of generation times of all information flows
(at the monitor) right after packet p finishes its service and
arrives at the monitor. If packet p is from source N + 1, the
corresponding expression is

N∑
i=1

max{tp, bi(t)}.

Note that because of the out-of-order arrivals, the packets
arrived in the queue later may have smaller generation time as
compared to other packets, and thus can have smaller utility
function.

The MGTIF policy consists of picking, at each time t, the
packet with the maximum utility. Formally,

π(A(t),B(t)) = π(t) : [A(t),B(t)] 7−→ argmax
{p|tp∈A(t)}

u(p),

with ties broken arbitrarily.



One can easily see that when there is only 1 source of
information, there is no mutual correlation between different
sources, and the term

max{tp, bj(t)} − bj(t)

will be maximized by the packet that was most lastly-
generated. Therefore the MGTIF reduces to the Last-Generate
First-Serve (LGFS) discussed in [11]. Moreover, when there
are multiple but synchronized sources, update packets from all
sources are synchronized and arrive to the queue in batches.
Therefore, within each synchronized batch, the synchronized
packets have the same S(t) and the same generation time
tp. Determining the packet with maximum utility u(p) now
becomes finding the minimum bj(t), i.e., finding the most
outdated flow (flow with largest age). In this case, the proposed
policy becomes the Maximum Age First, Last-Generate First-
Serve (MAF-LGFS) policy proposed in [10].

We now present the preemptive Maximum Generation Time
Increment First with replication (from hereon, abbreviated
as Prmp-MGTIF-R), which is an extension of MGTIF in
which replication of packet with degree r ≥ 1 is allowed.
In Algorithm 1, we present the Prmp-MGTIF-R policy. In the
remainder of this article, we denote by π this policy. Now, we
describe how it works. We replicate the best packet found
by policy π in the queue on r servers, and this packet is
then discarded from the waiting queue. Next, we replicate
the best packet found by π (among the remaining packets)
in the waiting queue on the remaining idle servers such that
its number of replicas does not exceed r, and so on. Since
m may not be an integer multiple of r, packets under service
may not be evenly distributed among the servers (degree of
replication between packets may differs). If this is the case,
we prioritize the k =

⌊
m
r

⌋
packets for the first k packets

found by policy π and each of them is replicated on exactly
r servers. The next best packet found by π is replicated on
the remaining idle servers (whose number is less than r).
Otherwise, if m = ar, a ∈ Z+, then all packets under service
are evenly distributed, each one of them is replicated on r
servers. The implementation details when r ≥ 1 are depicted
in Algorithm 1. Concretely:
• Packet arrival event: If a new packet pi arrives, we need

to check whether or not this packet preempts any other
packet that is being served in Steps 6-17. Then, if packet
pi is to be served, determine the number of copies need
to be replicated for packet pi in Steps 19-27. If packet
pi is to be served, either 1 of 3 following cases must
happen:

1) Case 1: u(pi) ≥ α, α being the smallest utility
function of all packets in the set Q. In this scenario,
we need to replicate packet pi on r idle servers.
Hence if I ≥ r, we replicate packet pi on r servers.
Steps 19-20 depicts these procedures.

2) Case 2: Same scenario as Case 1 but the number
of available servers (I) is less than r, we preempt

Algorithm 1: Prmp-MGTIF-R policy.
1 Q := ∅; // Q is the set of distinct packets that are under service
2 α := 0; // α := min{u(p) : p ∈ Q}
3 I := m; // I is the number of idle servers
4 while the system is ON do
5 if a new packet pi arrives then
6 if I = 0 then

// All servers are busy
7 if u(pi) ≤ α then

// packet pi won’t help reduce age penalty function
8 Store packet pi in the queue;
9 else

10 Find pj ∈ Q whose utility function equals α;
11 Preempt all replicas of packet pj ;
12 Packet pj is stored back to the queue

Q := Q ∪ {pi} − {pj};
13 Update I;
14 end
15 else // At least one of the servers is idle
16 Q := Q ∪ {pi};
17 end
18 α := min{u(p) : p ∈ Q};
19 if pi ∈ Q and u(pi) > α and I ≥ r then
20 Replicate packet pi on r idle servers;
21 else if pi ∈ Q and u(pi) > α and I < r then
22 Preempt (r − I) replicas of the packet whose utility

function equals α;
23 Replicate packet pi on r idle servers;
24 else
25 Replicate packet pi on min{r, I} idle servers;
26 end
27 Update I;
28 end
29 if a packet pl is delivered then
30 Cancel the remaining replicas of packet pl;
31 Q := Q− {pl};
32 if the queue is not empty then
33 Pick the packet with the largest utility function in the

queue ph : ph = argmaxp∈Qu(p);
34 Q := Q ∪ {ph};
35 Replicate packet ph on at most min{r, I} servers;
36 Update I;
37 end
38 α := min{u(p) : p ∈ Q};
39 end
40 end

(r − I) replicas of the packet with smallest utility
function in the set Q and replicate packet pi on
(r − I) + I = r servers. Steps 21-23 illustrates
these procedures.

3) Case 3: u(pi) = α. In this case, packet pi is
replicated on the available idle servers such that the
total number of replicas of packet pi does not exceed
r, as described in Steps 24-25.

• Packet departure event: If a packet pj is delivered, we
rescind all the remaining replicas of packet pj to free the
servers. Then pick the packet with largest utility function
in the queue (found by π) and replicate it on the available
idle servers such that the total number of replicas of
this packet does not exceed r. Steps 29-39 depicts these
procedures.



IV. NUMERICAL RESULTS

In this section we present our numerical work in which
we compare the performance of the proposed Prmp-MGTIF-
R policy with performance of the Prmp-LGFS-R policy [11].
We consider that the arrival rates satisfy that

λ1 = λ2 · · · = λN = λ

and
λN+1 = pcλ.

We assume that the packet service times are exponentially
distributed with mean 1/µ = 1 and the inter-generation times
are i.i.d. Erlang-2 distributed with mean 1/λ. The number of
servers is m and number of independent sources is N = 5.
Hence, the traffic intensity is ρ = λ/mµ. The queue size is
infinity. We also assume that the time difference between
packet generation and arrival to the queue is zero, i.e., the
updates arrive in the queue instantly after their generation.

Figure 3 illustrates the time-average sum age versus traffic
intensity ρ for a system of N = 5 independent sources, m = 4
servers. We can observe that the proposed Prmp-MGTIF-R
policy outperforms the Prmp-LGFS-R significantly. Moreover,
the age gap between the two policies becomes larger as the
traffic intensity ρ increases. Furthermore, we notice that ∆(t)
under Prmp-LGFS-R stops reducing when ρ > 0.5 while
∆(t) under Prmp-MGTIF-R always decreases with ρ. Another
important property we derive from this simulation is that the
age gap between the two policies also grows with correlation
probability pc. In other words, the Prmp-LGFS-R was not able
to fully leverage the correlation between sources to reduce
age in the high traffic intensity regime. The reason is that
new packets arrive more frequently when traffic intensity is
high, and since the LGFS policy always prioritizes fresher
packets, the packets from additional source (source N + 1)
(i.e., packets bringing much information about other sources)
are likely to be preempted during its service time by another
packet. Another rationale is that since we are minimizing the
sum age of all sources, it is more urgent to update the outdated
flows (i.e., flows currently having high ages) with their new
packets, rather than to transmit updates from flows that are
already newly-updated.

In Figure 4, we depict the time-average Peak sum age
(denoted by peak ∆(t) in the plot) of the system with same
parameters as in Figure 3 but with replication degree r = 4
and we observe that the improvement of our policy satisfies the
same properties as in Figure 3. From this plot, it is seen that
the Average Peak ∆(t) in Figure 4 where r = 4 has almost the
same (or even smaller) values as the Average ∆(t) in Figure
3 where r = 2. In other words, increasing r helps reduce the
age appreciably. Besides, boosting correlation probability pc
also helps reduce age, which can be simply explained by the
fact that when pc is high, more information could be encoded
within one packet, which will lead to a larger age reduction
at the monitor.

Finally, Figure 5 considers the above performance metrics in
a system with N = 5 independent sources, correlation proba-

Fig. 3. Average sum age under 2 policies: Prmp-LGFS-R (red) and Prmp-
MGTIF-R (blue) with various values of correlation probability pc, number of
servers m = 4, replication degree r = 2.

Fig. 4. Average Peak Sum age (peak ∆(t)) under Prmp-LGFS-R (red)
and Prmp-MGTIF-R (blue) with various values of correlation probability pc,
number of servers m = 4, replication degree r = 4.

bility pc = 0.2, traffic intensity ρ = 0.6 and replication degree
m/2. The aim is to study the benefit of increasing number of
servers m on reducing age. It is shown that the Prmp-MGTIF-
R policy improves substantially the performance compared to
the Prmp-LGFS-R, especially with small values of m. One
can observe that the age gap between the 2 policies diminishes
when m increases. We conclude that the disadvantage of Prmp-
LGFS-R has been partly compensated by the huge number of
available servers.

V. CONCLUSION

In this paper, we considered a system with N processes of
interest in which each process sends its packets to a far-off
monitor to update its status. These packets are sent through
a communication channel consists of a queue with infinite
buffer and m servers. We also took into account the mutual
correlation between these processes, which was then mod-
elized as an additional, virtual source N + 1 in our modified
model. Moreover, preemption of packets is allowed, which
means that a packet in service can be stopped. Furthermore,
we assume that replication of packets to several servers is
possible. In this context, we presented a policy that determines
which packet to pick in order to reduce, as much as possible,
the sum of instantaneous AoI of the N processes of interest.



Fig. 5. Average Sum age and Average Peak Sum age (peak ∆(t)) under
Prmp-LGFS-R and Prmp-MGTIF-R with different numbers of server m,
replication degree r = m/2, N = 5, correlation probability pc = 0.2,
traffic intensity ρ = 0.6.

We also showed that this policy is an extension of the well-
known LGFS and MAF-LGFS policies. Finally, we studied
numerically the performance of our proposed policy when
compared with the LGFS. We have seen that, in the considered
cases, it outperforms the LGFS policy. For instance, in the
absence of correlation, i.e., when pc = 0, the policy we
propose performs clearly better than LGFS (note that LGFS
policy is shown to be optimal for systems of single source
and multiple but synchronized sources [10, 11], but not for
the system model under study here).

For future work, we are interested in developing a mathe-
matical and rigorous analysis of the proposed policy and to
provide a proof of the optimal policy for this system model.
Besides, we would also like to extend the current model in
several directions. Potential extensions include performance
analysis when considering a more general age-penalty func-
tion, packet transmissions with errors, and partially correlated
information sources, i.e., correlation exists within an exclusive
subset of sources only.
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